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Start Recording!



Remin&ers

Office Hours tomorrow with Ahmed and myself (11-12)[reqister here |

Deadline pushed to this Saturday (11:59 PM AoE)
Friday: 2h of Office hours with me
We Are Done with GANs.

Now: Game optimization (still motivated by GANS)
('m supposed to be a world expert on that topic) I

More theory in the following Weeks



https://docs.google.com/spreadsheets/d/18lrsAFC6hHnNB9A10YNwS-5jeKNcxvf4pUDu4OIaE7M/edit?usp=sharing

Ectended abstract

Submit it here:[link]

Friday: no lecture -> Two hours of office hours instead. [ register here]

(to ask questions and get feedback before the deadline)

Deadline postponed to Saturday 13th (11:59PM AoE)

Penalty: 1 point (out of ten) per 24h late.

Overleaf contains the latest guidelines.

You should roughly indicate the computational resources you will have

access to (cluster, personal GPU, collab,...)


https://forms.gle/qRpLnT9ZKhHB2BZw6
https://docs.google.com/spreadsheets/d/18lrsAFC6hHnNB9A10YNwS-5jeKNcxvf4pUDu4OIaE7M/edit?usp=sharing

Renfe,re,nce,s {'0 T&a(l 1[‘0T H\is |e,cjrure=

Gidel, Gauthier, et al. "A variational inequality perspective on generative adversarial networks."
ICLR 2019

2.  Sion, Maurice. "On general minimax theorems." Pacific Journal of mathematics 8.1 (1958): 171-176



(7AN9 ije,cjrive,y

Minimax GAN:

min max Be.p, (l0g 0 (F4(2))] + Eznp. [log(l — o(Fy(Go(2)))]

Wasserstein GAN:

m@in mgx Dy [Fqs(w)] — Mpnp, [Fqb(GH(Z))]




(7ANS Ok'ecjr ives:

Overall:

Goal: solve this using gradient based methods.

First Idea: Gradient Descent-Ascent




SNOOH\ (:)ame,s

roniem: ] £ 9’
Probl RENERt (0, ¢)

Nash Equilibrium: (9 i . ¢* )

L(07,¢) < L(07,¢7) < L(0,07) VY(0,9)




SMOOH\ (:)ame,s

Standard Assumption: The payoff is convex-concave and differentiable
L(0,9)
Consequence: \We are at a Nash if and only if:

VL0, ") =0




Nasl\ Equilikria alWaJs Elisjr 1for convey.-concave FGJONS

Theorem: [Sion 1958] If the payoff is convex-concave and U
and V are convex and compact sets then,

min glea‘z}c L(O,0) = gleaéi L L(6, P)

Application: Prove Nash theorem for zero-sum two player
games (Theorem 1.8 Lecture 2)




\.e,Jr us s{arjr SimFIe

WGAN with linear discriminator and [ Mescederer et al., 2018 ](d=1)

&

min max Eqp, Fo(z)] — Eonp, [F5(Go(2))]

m@in m£JX¢ (Ezmp, ] —0)

Task: Match the means!




\.e,Jr us s{arjr Simple

For gradient based method, we will show we can equivalently study:

minmax o - 6
jomax e

Gradient A t st
Gradient Descent step / ~ | Gradient Ascent step

Exercice: Show that for that objective Gradient Descent Ascent updates are:

; 9t+1 0 — 77€bt
\ Gt41 = Pr + no;




Let us start

Simrle

For gradient based method, we will show we can equivalently study:

min max ¢ - 0

0 ¢

Gradient Descent step /

Goal: -Find the Nash Equilibrium of this Game.

\

Gradient Ascent step

Exercice: Prove that the NAsh Equilibrium of this game is (0,0)




/N

\:irsJF some (1uicl( etrerimen*s

(9t+1 = 0 — noy

\¢t—|—1 = ¢y + nb;




What can we prove

Seems like the iterates diverges:

0F + 5 > p' (05 +¢5) where p>1

Exercice: Find \rho and prove it.



How clo we imF|e,me,nJr (:iraclie,n{ De,sce,njr-Asce,nJr In Pracjrice,.?

theta =theta_0
phi=phi_0
Fort=1,...N_ITER:

theta = theta - eta * grad_theta (theta,phi)
phi = phi +eta * grad_phi(theta,phi)

Return (theta,phi) \

(0401 = 0 — Vo L6y, Y)
\qﬁt—l—l = ¢t + NV L(, 1)

Theta at step t+!1!!!




How clo we imF|e,me,nJr (:iraclie,n{ De,sce,njr-Asce,njr In Pracjrice,.?

theta =theta_0

phi=phi_0

Fort=1,...N_ITER:
theta = theta - eta * grad_theta (theta,phi)
phi = phi +eta * grad_phi(theta,phi)

Return (theta,phi) \

2

Theta at step t+!1!!!

9t+1 =y = Uveﬁ(et, th)
\€bt+1 = ¢r + NV L(Opy1, O¢)




\Au\ajr a\mujf Jfl\is One,.?

9t+1 = 0y — 77¢t
Ot+1 = Q¢ + 1011




N\

Simultaneous Gradient
Descent-Ascent (Sim-GDA):

(9t+1 =i = Noy

\th—l—l = ¢y + nb;

Summarj

Alternated Gradient
Descent-Ascent (Alt-GDA)

t+1 here????

((9754—1 — 0= 77¢t

\¢t+1 = ¢y + N0y



Ne,tjr uw Proximal PoinJr MeH\oo\

9t+1 = 0 — 77¢t+1
Ot41 = Q¢ + N0

Exercice: Show that

0; + oi < p'(05 + ¢5) where 0<p<1



Proxima| Poin* Me,Jr l\oA

Ory1 = 0 — NPt
Ot+1 = O + N1




Qeneralizajfion oTr Proximal Poinjf Mejrl\ocl‘

9t+1 = 0; — nv9£(9t+17 ¢t+1)

Pt+1 = Py

Conclusion: Not practical

NV e L(Ory1, Pry1)
\ -/

Implicit Update: we need to
solve a non-linear System




Conclusion’

Standard Gradient Methods Fail to converge on a simple 2D example
Proximal point methods Does Converge (but not practical-> implicit)
We need to find something explicit and that converge.

See next lecture!
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