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Start Recording!



Reminclers

Office Hours tomorrow with Adrien (11-12AM)

No Talks this Friday.(Non-working day)

Last lecture on Smooth Games is Today

Two Last lectures will be on empirical game theory, self-play and

other interesting things.

Talk on StarCraft || by Wojciech M. Czarnecki

On Friday 16th (3rd author on the paper)



https://www.nature.com/articles/s41586-019-1724-z
http://wojciechczarnecki.com/

Rmre,re,nces 1for H\is |e,cjrure,=

1. Daskalakis, Constantinos, and loannis Panageas. "The limit points of (optimistic) gradient descent in min-max
optimization." arXiv preprint arXiv:1807.03907 (2018).

2. Mazumdar, Eric, Lillian J. Ratliff, and S. Shankar Sastry. “On gradient—'based learning in continuous games." SIAM
Journal on Mathematics of Data Science 2.1(2020): 103-131. (Arxiv in 2018)

3. Berard, Hugo, et al. "A closer look at the optimization landscapes of generative adversarial networks." ICLR (2020).



Local Nash Equili\mum

Two player games (everything generalizes to more than 2).
Nash Equilibria: 0* ¢ arg E%iélLl(gv ¢)

* in Lo (6
¢ € argmin 2(0, ¢)

Two player games (everything generalizes to-more than 2).

Local Nash Equilibria: - (9* ¢ are  min L1(6,9)
0eB(0*,9) 7

Local Neighborhoods

“€carg  min _L5(0,¢)

peB(¢*,9)




Varia{ional Inequalijfj Pe,rsFe,ch IVe

We only ‘care’ about the gradient-based updates, i.e., the vector field:

 (VeLi(8,0)
F(6.9)=\v,L,0.¢

Previous plots. We represented the joint space (6, ¢y )
More compact formalism:

W = (97¢)



Variahonal Inequalijrj Pe,rsFe,ch IVe

Goal: Find a stationary (fixed) point of the vector field:

Fw*) =0

In zero sum game: Equivalent to find a point with 0 gradient for each player

If the game is convex concave: equivalent to find a Nash!

Beyond Convex-concave:
Only Necessary (First Order) Conditions!!!
What about Sufficient (Second Order) Condition?




(Jraclie,njr 955m+ MeJr l\oA

Update rule:
wit1 = wr — NE(wy)

Stability of a fixed point given by the spectrum of:

VF(w")



Sjra&)ihjrj mf (9raclie,njr Base,cl MeH\oA

Let ®* be a stationary point
Property (from last time):

When J8(A) >0, A € VF'(w™)

The gradient method (locally) converges to ®*

Motivates

.

Definition: A stationary point ®* is said to be differentially locally stable

lv if
P RN\ >0, X € VEF(w*)




‘7 Sjrabilijrj o{ (7racllie,njr Basé& Me.Jr l\oA .

Let o’)*biﬁ |
~ Property

When $
~ The grad

Motivates |

3

_V.?|Def|n|t|on A statlonary point o* is sa|d to be dlfferentlally Iocally stable

byt -
£PRAE SR >0, A€ VF(W")




\/\”\ajr a\)oujr Nasl\ Equili\)rium?.?.?

0" in Lq(0,
argeegl(lﬁ,(s) 1(0, ¢)

NS ‘ Lo (0,
¢ arg . min . 2(0, ¢)

LI

N

L A
Necessary Stationary conditions: V9L1(9*7 gb*) — (0  and V.LQ(H*7 gb*) — ()

Sufficient 2nd order conditions: V3L1(9*7 qﬁ*) “ 0 and V%L2(9*7 qﬁ*) — 0




quicie,njr Conclijrion \:or a \_ocal Nasl\

Assume ©* is a stationary point:
VoL1(0*,0%) V4VeLi(0*,¢%)
F k)L 6 9 y
Gt (}mm(ew*) V2L (6", ")

/

Definition: Differentiable Nash Equilibrium /

ViL1(0*,¢*) =0 and V;Ly(6*,¢*) =0




Interaction term

/\

o _ (V30" ¢"). N sVoLi (07, 6")
VF(UJ ) s (VQ%d)EQ(H*,Qb*) véL2(19*7¢*) )

Conclusion

Differentiable Nash Equilibrium Locally differentially stable stationary

V2L1(0%,¢*) = 0 poin!
ngl( ) ¢*) R(\) >0, X € VEF(W)
0 2(0 7¢ )> 0

No interaction! Interaction Matters!




No intere

Conclusion

A‘ft

[ #7225 wXK

[ [/ & =N

////,4_.\3\'

(a) 2D projection of the vector field.

Interaction term

(b) Landscape of the generator loss.

, @")
¢”)

Stationary

(W)



https://www.youtube.com/watch?v=XTJznUkAmIY

qu,mn laue, Equll \)rlum

Exermce Fmd a (2 player 0-sum) game that has a Nash eqU|I|br|um but
- no Differentiable Nash Equilibrium!

' Hints in a skipped slide.




Diqe,re,njf iaue, Equili&)rium

Exercice: Find a(2 player 0-sum) game that has a Nash equilibrium but
no Differentiable Nash Equilibrium!

Example 1: L(Q’ ¢) — 0 . ¢
Example 2: L(Q’ gb) — P2 _0. 0

Example 3: LO,¢)=0*—0-¢— ¢



Di{‘ e,re,njfiaue, Equili%rium

Exercice: Find a(2 player 0-sum) game that has a Nash equilibrium but
no Differentiable Equilibrium!

Conclusion:
weaker notion of Equilibria.
Easier do deal with (only related to eigenvalues)




Zero-gum Case‘ L1 = —L2
Vng(w*) — Sl
VsVoLi(0*,90%) = —VoVeLlo(0*,0*) =B
VLo (0%, 0") = S

VF(w*) = o

—-B'" S,



Zero-gum Casef L1 — —LQ




Doe,s injre,racjrion MaHer.?
Sq B
-B' S

Differentiable Nash Equilibrium Locally differentially stable stationary

S w0 point
1 R(A) >0, A€ VF(w")
So =0 :>

No interaction! Interaction Matters!

VF(w") =




Doe,s injre,racjrion MaHer.?

No interaction! Interaction Matters!




Conclusion‘ Zero-gum (7ame,

S1 B
~-B'" S5

VF(w") =

Differentiable Nash
Equilibrium
S1 =0

So =0

Locally-differentially stable
stationary point

RA) >0, e VF(w")




Non-ze,ro Sum (Mme,g Just Because A is not -B'

wr=(3

w*)




\A“\ a\)oujr E)( Y'a(ﬂ'a(ll(’,njf and OFJHMISjﬂC M& l\OClS

} Previous Stablhty GD was the reference

ExtraGradlent "

- wm = wt — nF(wt & nF(wt))

Samething _
Same conditions but on 7


https://arxiv.org/abs/2001.00602

S’ra\)ilijrj of Edrabradient:

The locally stable stationary points of EG are:
R(A) >0, VAe VI, (w")
Last thing to do:
VE,(w) = (Ia — nVF(w))VF(w — nF(w))
VE,(w*) = (Ig — nVF(w*))VF(w")



ijawijr\lj 01[‘ E)(Jrra(Waclie,njf‘ .

V: The locally stabl-é stationary points of EG are:




E(? 5 More, Sjraue,

Locally Differentially Stable
Points of EG

(for small enougheta)

R — RN +nI3(N)2 >0, VA € VF(w*)

Locally Differentially Stable
Stationary Point

RA) >0, N e VF(w")




E(? 5 More, Sjraue,

Locally Differentially Stable
Stationary Point

RA) >0, N e VF(w")




\A”\ajr a\)oujf GANS In rachice,.?

Imaginary Part
s o o
w Q

Imaginary Part

&
o
Imaginary Part

|
-
»

10 15 0 0 5000 10000 15000 20000 25000 30000 )0 200 300 400 500 600 700
Real Part Real Part Real Part

(a) MoG (b) MNIST, IS = 8.97 (c) CIFARI10, IS =7.33

o

8 © end 600
’ @ init
400

200

WGAN-GP

Imaginary Part
Imaginary Part
1
o
8

Imaginary Part

(o)

-0.5 0.0 0.5 3 —75 —50 —25 O 25 50 71° 0 100000 200000 300000 400000 500000
Real Part Real Part Real Part

Fig from Berard et al. 2020  (d) MoG (e) MNIST, IS =9.46 (f) CIFARI10, IS = 7.65




\/\”\ajr a\)oujf (7ANS In rach ice!

300 400 00 600 700
2al Part

(b) MNIST, IS = 8.97 (c) CIFARI10,IS =7.33

end | 600 @
i |
4004 ©

WGAN-GP

Imaginary Part

Fig from Berard et al." 2020 (&) a0
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\'\”\ajr aLoqu (')ANS In Fracjr ice!
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Discriminator

Figure 5: NS¢
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the training al

Figfrom Bera
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Conclusion

Can analyze stability using VF(CU*)

Can use the block decomposition :
ViL1(0%,¢*)  V4VeLi(0*,¢%)
VF * = 9 7* % k 7>l<
(W ) (VGVQbLQ(e 7¢ ) ViLQ(Q 7¢ )
To define Differentiable Nash Equilibrium

Slightly weaker-notion (Sufficient second order conditions) of
stability/Equilibrium.

The optimization method change the stability conditions
(for instance EG stabilizes the bilinear game)



. Can

.. The optimization method change

\ Condlusion

- Can An:

Tod

Sligh
stabi

} ‘ he stability conditions
(for instance EG stabilizes the bilinear game)



