\.e,cjrure, 1l \.e,arninj In MA

SJSJf&mS



Start Recording!



Remin&ers
Office Hours tomorrow with Adrien (11-12AM)
Last Talks this Friday.

Next two lectures will be on empirical game theory, self-play and

other interesting things.

Talk on StarCraft || by Wojciech M. Czarnecki

On Friday 16th at noon



https://www.nature.com/articles/s41586-019-1724-z
http://wojciechczarnecki.com/

3 \Re,{e,re,ncesw(;or H“g |§,¢me

1. Balduzzi, David, et al. "dpen-ended learning in symmetric zero-su'm games." |
_ International Conference on Machine Learning. PMLR, 2019.



MOJﬂVa lons \.earnmj 0‘)\)&(‘, IVes

Single player:

Hand-crafted notion of
performance

Multi-player:

APYAEYA RN A RS
HNaWD e

Very simple notion of performance
The complexity of the task
depends on the opponent(s)

5



Acl\ievinﬂ SuFe,r-l\uman Fer{\ormance in muHi-Ila er %ame,s IS ver cl\a”enﬂinj

ancl mquims a Ae,e,[) un&e,rsjran inﬂ 01; l\e, jame,.

Dota 2

4
NgneGo  \eeSedd pos
% -\ Q— \ » %
[Silver et al. 2016] [OpenAl et al. 2019]
(Picture from DeepMind's blog post)
Poker Starcraft Il

[Brown and Sandholm 2019] [Vinyals et al. 2019]
(Picture from FAIR's Blog post) (Picture from DeepMind’s Blog post)



AnJriSJmmeJrric (zero-sum) (7ame, (\:uncjrional \?orm)

Anti-symmetric Payoff: gp . W X W —> R

Players (example: RL policies)

¥\

gp(u, w) = —gp(w, u)

Intuition: Switching the roles switches the results.
Example: Chess, Go, Poker (need to randomize who starts)

NB: Can generalize to non-zero sum (just heavier because of the two losses)



\/\”\0 are H\& FIGJ&TS.?

Here we care about the agent/player (same thing)

™
p(w,u)

Usually: Parametrized policy UQ

But can be anything that plays the game: (e.g., chess engine, human player)



Injrerf)rejrajrion owf Jr l\e, Fa\\joq

Qo\u, w) U beats w.
(u7 w) w beats u.
(U,, w) itis atie.

/ Proba of winning

Example: @(u, w) = P(u > w) — %

o(u;w) = logP(u > w) — logP(w > u)



Transi{ ive jamef

p(u,v) >0, pv,w) >0 = p(u,w) >0

Example: gp(u, w) — O'(f(U) — f(w))

Question: Is it the only possible transitive payoff???

Answer: | don't know... Research project!



Examrlv Elo RaJr inj

1
1 +exp(a- (f(w) — f(u)))

P = )=

f(u) : Elo Rating of u

Problem: f(U) > f(UJ) = Vugp(u, w) ~ 0

Intuition: Playing against weaker opponent gives almost no training
signal.




ExamF|e= Elo RaJr inj

Plu > w) = 1 4+ exp(a- (f(w) — f(u)))
Slution: el gl . plyaganst acopy oyoursell.

ropem:f (u) > f(w) = Vyp(u,w) =0

Intuition: Playing against weaker opponent gives almost no training
signal. |




Examrlé‘AElo Rajfinj . Ir

P(.Uf > :w —)’_-_ 1+ exp(a - (f(w) — f(u)))

- ntuition: P;Ia-‘ying against weaker opponent gives almaost no training 3

signal.



OF&" Q,HAQA \_wrnmj

General Framework to answer the questlon
Who plays agamst who?”

updated agent — oracle(agent opp payoff)

" St_ronger agent against the opponent.




‘_ \ “ OFM-@A?({. \_%arniﬁj

DA\A/ AT T () 2N CAA “TNA Ao () [)

o Stronger agent against the opponent.



updated agent < oracle(agent, opp, payoff)
such that ((updated agent,opponent) > ¢(agent, opponent)

Examples:
Gradient ascent method:
OraCle(ut7 Ut, 90) — Ut + UvuSp(Uta ?)t)

RL algorithms (gradient based or not). For instance 0-learning:

oracle(Qu, Qupp)(8,a) = Qu(s, a),+n(r. —I—Q max Qu(s™, a)/— Qu(s,a))

Dy
New 0 function of u \ 0ld O function of u /Discounted estimate of the value at the next state

Reward against agent v

Evolutionary algorithms



such

| 'Exé

oracle(Qu, Qv

‘New 0 funct|on ofu -

— \Qu(sa a’)—/ + 1

0ld Q functionofu -

[ +

Reward against agent v

Evolutionary algorithms

J

updated agent — oracle(agent opp,payoff)

pponent)

)

mg:‘

max Qu(s*, 0) ~ Qu(s, )

/Discounted estimate 0

the value at the next s'tate



OFe,n-e,ncle,A l.e,arninj

General Framework to answerthe question:
“Who plays against who?”

updated agent < oracle(agent, opp, payoff)
Conclusion:

- General framework to understand general
algorithm such as self-play or Fictitious self play.



Sl
Uta 1 <— oracle(us, ug, )

Play against a copy of yourself
Well calibrated opponent

Simple algorithm.
Successful in Chess, Go and many other applications
Issue: Assume that the payoff is transitive:

QO(”Ut_|_1,Ut) > 07“'790(?]177]0) > = SO(UH-l,Ui), 1€ [t]

Improvement against v_t implies global improvement.



A sim |e, Etam Ieﬁ “\e, &)ilinwr ame
pre Franp J
Simple payoff: SO(’U,, w> — U1W92 — W1U2

Self play: Ut_|_1 — Ut _|_ Uvuéﬁ(uta at)

ng(UQt | Uy
dt

t

Remark: in practice Ht-l-l = Ht + Uvu

Copy of 6, (do not differentiate through it)
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A simrle, Examrlej H\e, \)ilinwr ﬁame

Sp(uta )

n your opponent.

If play diverges




er Pla\tjinj ajainsjr a jrouF o‘F aje,njrs

Population of agents B = ()
Payoff matrix of the group: AB

[AB] SO(“Z? u])




Uw Pla\tjinj ajainsjr a jrouF o¥ aje,njrs

Population of agents 3
Payoff matrix of the group: AB

Almost Transitive Mixe




er Ia\tjinj ajainsjr a jrouF o‘r aje,njrs




Nasl\ o1f an EmFirica| (Jame,

Proposition:

Nash={p :p'A>0,p>0}

Mixture of Agents:
Sample v. with probability p..




Nasl\ o{ an Emrﬂrica' (3ame,

' Mixture
Sample v. with probability p..



Majrrix mf H\e, e,mFirical ﬁame

We can use this matrix for several purposes:

.. Evaluate (a group of) agents.
2. Evaluate the diversity of a group of agents
. Setup efficient Training.

Many open questions remaining:
How to relate the empirical matrix to the real game?
Are the proposed measures (see next slides) meaningful?



HOW 0 e,Va|ua l\ Perwformance, O'f PO ula lons
i

Definition 3. Given populations B and 2, let (p,q) be Pro pOSitiOﬂ' For any population

a Nash equilibrium of the zero-sum game on Ay q =
¢(Vv, W)yep, wen-. The relative population performance is o V( B, B) =(

ni,n2

v(P, Q) :=p"-Apa-a= ) A pig;

ij=1

Proposition 5. (i) Performance v is independent of the
choice of Nash equilibrium. (ii) If ¢ is monotonic then
performance compares the best agents in each population

v(P,Q) = sl (v) — max f(w).

(i) If hull(P) < hull(Q) then v(P,Q) < 0 and
v(P,R) < v(Q,NR) for any population R.




Now to Evaluate Diversity of a i opulation’

Definition 4. Denote the rectifier by |z|, = xif x > 0
and x| := 0 otherwise. Given population ‘B, let p be
a Nash equilibrium on Asx. The effective diversity of the
population is:

A(P) =p" - [Ag], -p= 3 l6(wi,w))], - pips

i,j=1

Interpretation: How much the best agents (i.e. agents in the Nash)
exploit each other.




How Jr 0 Jrrain aje,n{s Elq‘icie,njf I\\j?

Use this matrix to find who to train against:

« [rain against the Nash

« Train against the best Response.

« - Many other ways:
-[Garnelo et al. 2021](to appear at AAMAS)
- see also SC |l paper (league of agents).



Ldea

Compute the Nash and Play against it: (PSRO)

Algorithm 3 Response to Nash (PSROy)
input: population *J3; of agents
0P =1.....1 00

p: < Nash on Ay,

Vip1 < oracle (vi, Y., cp, Pili] - dw, (o))
Bera +— PeU {via }

end for
output: ‘P,

Seems like a good idea.
Problem: Sometime provide zero gradient (e.g. Bilinear example)



\:icjfijfious SeH‘-Pla\LJ

- Group of agents v.
- Play against to ‘best’ opponent

ury1 < oracle(us, best opp, )
best opp := arg min gO(U,Uz')

7




inous SeH‘-Pla\Lj

ic{

i

Play against to ‘best’ oppone

Group of agentsv.

Used in Starcraft Il [ Vinyals - 2018



Fictitious Self-F laJ

- Group of
- Play agai
- Usedin ¢




Conclusion

Self-play is a very powerful method to train-agents in a Multi-Agent
framework.

Sometimes it fails (when we need a diversity of agents to play the game)

When having a group of agents we can use the empirical payoff to:

o  Evaluate agents
o  Train Agents
o  Evaluate the group (perfs and diversity)



