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De,cision Proue,m

Goal: Given an input x, predict and output y

What we have: Observations: (337;, yi) . 1 = 1, o o U

department, Source: Descript software

Old label: pier Old label: hammer
Real.: dock: pier; R screwdriver:
speedboat; sandbar; hammer; power drill:
seashore carpenter’s Kit

[Sagawa et al. 2020]



Old label: pier Old label: hammer
Real.: dock: pier; R screwdriver:
speedboat; sandbar; hammer; power drill:
seashore carpenter’s Kit

Why it is "hard":
. Labels may be stochastic: Y — f($) + €
« The prediction may be ‘complex”(non-linear in high dimension)
« Only few pairs observed. (Bad labels)
« Criterion for performance not well defined. (worse in games)




De,cision H’\&OTJ

 -Consider a fixed distribution: (x,y) ~ Pdata

« Alossfunction. Examples:

o Binaryloss £(y',y) =1{y' £y}, Y =1{0,1}
o Multi-class loss E(y’, Y) = 1{y' £y}, Y=A{1,... K}
o RegressionLoss. £(y',y) = (y — y')2 , V=R

o Structured Prediction loss (See Simon's course IFT 6132)

/ 1 a /
Uy',y) = gzl{yk =yrt, YV=10,1}F
k=1



http://www-labs.iro.umontreal.ca/~slacoste/teaching/ift6132/W21/

Risl(s

Expected Risk: |

Empirical Risk: Depends on a Given dataset D_n |
. | , 1
R(fv D"D::/E(fm,yi)’vpn [f(f(x), y)] — Z E(f(CL'z), y’b)



Ba\lje,s Pre,Aich or

Question: what is the “best” predictor we can expect??

Answer: Bayes predictor.

Question: But wait.... What is the goal???

find mi =
n ?éljrrlR(f)

y

(2 )~paasa LT (Z), Y)

~\

Hypothesis class: the functions we have access to.

Expected risk: Most of the time

Examples: All measurable function, linear functions, a certain NN architecture intractable (but it is our target)
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Proposition 2.1 (Bayes predictor and Bayes risk) The expected risk is minimized at a Bayes pre-
dictor f* : X — Y satisfying for all x' € X, f*(2') € argmin,ey E({(y, z)|z = z') = arg min, ey r(z|2’).

The Bayes risk R* is the risk of all Bayes predictorSand_is equal to

Ra= b:r"-‘![' (z') inf l‘:(’“/ 2)lz =x).
>cY

Point-wise
Source: Francis Bach's book (see Refs at the end of the slides) expression for f*!!!

Exercice: Prove that proposition.




Ba:jes Pre&icjf or

Exercices:

« Compute the Bayes predictor for the binary loss. (see slide 6)
« Compute the Bayes predictor for the regression loss. (see slide 6)

« Compute the Bayes predictor for the cross-entropy loss (y is binary):

((y'sy) =yIn(y') + (1 —y) In(1 — )






Bias-Variance Tra(le,-mflf

R(fo) =R* = R(fo) — 1t R(fo) | + (It R(fp) =R

e ~ 1 ® g Y, N £
Prediction Error: Minimization term: Bias:

Goal: Find, the best @ How well we are Irreducible error
we can expect. minimizing the Problem:

Problem: Challenging expected risk. We need to change
to estimate. Problem: hard to ou class of function

minimize. (larger) to get better.
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Bias-Variance Tra(le,-mflf

\R(fe) — R(f@*)/: ( (fe)

N

Prediction Error:
Goal: Find , the best
we can expect.
Problem: Challenging
to estimate.

.

First Deviation Term:
Problem: The
empirical Risk and the
expected risk can
have drastically
different values for
some Q.

QR fo) — )) + (7%(1”9*) - R(f@*))

Optimization Term:
Relatively how well
we can minimize the
empirical risk.

N J
Y

Second Deviation Term
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Bias-Variance Tra(le,-mflf

R(fo) — R(fo-) = (R(fe) — 73(]"9)) + (ﬁ(fe) — 73(]‘9*)) + (R

R(fo) —R™ < gRE |R(f0) - R(f0)| + Bias
N N ; N J

Upper-bound on the “variance” terms.
Problem: |f we have too much freedom with
O then this supremum can be large.
Firstidea: More data(hard to get a lot)
Second idea: Being smart (regularization)
Third idea: Cross your fingers (Deep Learning)

For this one we need to
increase the size of the
function space

(for) — R(f@*))



\/ann \.wun’s Cal(e, ”\eor\tj on Dana

@ “Pure” Reinforcement Learning (cherry)

» The machine predicts a scalar
reward given once in a while.
» A few bits for some samples

# Supervised Learning (icing)
» The machine predicts a category
or a few numbers for each input
» Predicting human-supplied data
» 10-+10,000 bits per sample

# Unsupervised/Predictive Learning (cake)

» The machine predicts any part of
its input for any observed part.

» Predicts future frames in videos
» Millions of bits per sample

@ (Yes, I know, this picture is slightly offensive to RL folks. But I'll make it up)
Plenary talk at NeurlPS 2016




Bias-Variance, In One, Picjrure,

Errors

underfitting — <—— overfitting

> “size” of ©

Source: Francis Bach's book (see last slide)

From previous slide:
Being smart or lucky means
being here

Very important: Here the number of sampe n is fixed.
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Emmrlv \.ine,ar Re,jre,ssion

« Also Known as least-squares.
« (Square)Regression loss (see slide 6).

1
melﬂg ;(fe(%) — yi>2

o Linear function with arbitrary fixed features.

fo(z) = (0, 0(x))



Emmrlv \.ine,ar Re,jre,ssion

Exercice: Show that when the design matrix X is full rank the optimal
solution for the square loss regression (slide 16) is:

90(331
" = (X'X)"' X"y where X =
(T

Exercice: Show that when the design matrix X is not full rank we just
need to replace inverse by pseudo-inverse in the formula above.

)T

)T



Examrlv \.ine,ar Reﬂression

Important Exercice: (You should at least try)
Code in colab: (in-the description of the video)

« Copy the colab! (you cannot edit it)

« Trytocompete the codein
« Irytocomplete the code in:

« ‘Have away to visualize the results.
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https://colab.research.google.com/drive/1vjRIe87HnPZosjIzSvSpHacAzxxo2RJc?usp=sharing

Dou&)le D&SC(’,HJT Pl\e,nome,non

Figure from[Belkin et al. 2018]

under-parameterized J/\ over-parameterized

Test risk
.
*classical” . *modern”
regime . interpolating regime
L

~ Training risk

— . _interpolation threshold

s

—_—
T — -

Capacity of H

Complex Picture.

Still and active research area. Basically we do not fully understand why.
Related to why Deep Learning works (and shouldn't according to standard LT).
See[Neal etal. 2018]and [Belkin et al. 2018]
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https://arxiv.org/pdf/1810.08591.pdf
https://arxiv.org/pdf/1812.11118.pdf

BaCL Jro Classi{‘ica{ion

We want to minimize:

A 1
R(f, Dn) := E(ai,y:)~Ds, [f(f(zz:'), y)] — n Z U(f (i), yi)
1=1
Problem:
o With 0-1Loss:it is NP-Hard!!!! [Feldman et al. 2009
Solution:

« Solve a simpler problem.
. What about differentiable losses
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https://arxiv.org/abs/1012.0729

Here we have labels in {-1,1}:

« (-1loss
« - Juadratic loss
« Hingeloss

o LogisticLoss

(‘JOYNQJ SUYTOjan&S

— 01 1

u<0
— hinge : max(1-u,0)
— square : (1-u)2/2

logistic : log(1 +e™
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\.ojisjric Re,jre,ssion

Exercice: Compute the optimal Bayes Classifier for

{(y, f(x)) = ylog(a(f(z))) + (1 —y)log(l — o (f(x)))
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R&‘F&Y&YICQ;S’

The Book by Francis Bach (currently a draft)
https://www.di.ens.fr/~fbach/ltfp._book.pdf

Pattern Recognition and Machine Learning

Authors: Bishop, Christophe
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https://www.di.ens.fr/~fbach/ltfp_book.pdf

