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Start Recording!



Announce,me,njra

Office Hours tomorrow (11-12h)

Talks this Friday. Read the papers } Ask Questions on the papers on TEAMS!

Scribes notes Available for Lecture 4 and 5!!! (see channel inTEAMS)

Formto fill for the project [link | (in-order for me to know the number of
groups)

Advice for the coding part of the project:

o  Start a Github repository (with frequent commits).
(¢ It is fine to use some open source code if you are transparent about it!
o If you need advice about the coding workflow/good practices come to the office hours.

o  Getting new and well motivated experimental results can be ‘enough by itself for a project.


https://docs.google.com/forms/d/e/1FAIpQLSf5eSnIt-wW_eVH-rJ0jXRahAF7-0AzV9wqCkmkJywXCPb5og/viewform?usp=sf_link

Rmfe,re,nce,s Jro rw& 1for H\is course’

Salimans, Tim, et al. "Improved techniques for training gans." arXiv preprint arXiv:1606.03498 (2016).

Sajjadi, Mehdi SM, et al. "Assessing generative models via precision and recall." NeurlPS 2018

Heusel, Martin, et al. "Gans trained by a two time-scale update rule converge to a local nash

equilibrium." NeurlPS 2018.




AriJf l\mejric In Jr l\e \_anle,njr SFace,

Original ge Gender




Wl\ajr s f l\e, Lafent SFace,?

Latent variable | Mapping

Observed variable

Source: https://ourpbliticsAnet/the—aIIeg0ry—of»the—cave—textual—analysis/'



AriJf l\me,]ric In Jr l\e, \.ajre,n+ SFace,

o Initial idea from Radford et al [2016]

Arithmetic in
latent space

woman with glasses

with glasses without glasses without glasses

- '
q - e - esults of doing the same
[ {’ + - = ;_ :ritnrr':etic"icrjn pl)?e:hspace
‘ Arithmetic in

H-B+8=9 ieed



AriJf l\me,]ric In Jr l\e, \.a*en* SFace,

o Initial idea from Radford et al [2016]

_'_I
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man man woman

with glasses without glasses without glasses woman with glasses

Latent direction for glasses



Arijf l\mejric In Jr l\e, Lajre,njf SFace,

Idea: learn the “latent directions” of these features(Age, Eyeglasses, Gender, pose).

Original

https://genforce.github.io/interfacegan/ (2020)



https://genforce.github.io/interfacegan/

AriJf l\me,]ric In Jr l\e, \.a*en* SFace,

Idea: learn the “latent directions” of these features(Age, Eyeglasses, Gender, pose).

Mapping from image to
latent space

Male pictures

Direction of a linear
binary classifier

Female pictures




Pla\tjinj wi{ l\ Jr l\e \_ajre,n{ SFace,

https://dithub.com/ajbrock/Neural-Photo-Editor (ICLR 2017)



https://github.com/ajbrock/Neural-Photo-Editor

EValuaJrion owf (Je,ne,rajfive, Mo&els

« Previouslecture Theis et al.[2016 ] mentioned that we could have

o Poor LL but samples.
o Great LL but poor samples.
e (Juestion: How do we evaluate sample fidelity and diversity?
o - By looking at the samples.
Pro: it is what we care at the end.
Cons: hard to actually evaluate diversity well, we are biased, we do not

provide rigorous metric



E\\je,\m“inj Evaluajr lon

Question: which modelis the best?

FID: 32 (lower is better) FID: 29

/7191 0/ S3FLYASLC]S
91200/ 1/ 4 323QT0 8970
4 9137191 MIOB35348
L2192 )19] } Q672 OB Y 7




E\\je,\m“inj Evaluajr lon

Question: which modelis the best?

/71 91\ 0/ SHFYASO3
91200/ 1/ 49 323QTI 70
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E\\jeba”inj Evaluajr lon

Question: which modelis the best?

FID: 65 (lower is better)




EValuaJrion owf (Je,ne,rajfive, Mocle,ls

« Previouslecture Theis et al.[2016 ] mentioned that we could have

o Poor LL but samples.
o Great LL but poor samples.
e (Juestion: How do we evaluate sample fidelity and diversity?
o - By looking at the samples.
Pro: it is what we care at the end.
Cons: hard to actually evaluate diversity well, we are biased, we do not
provide rigorous metric

o By using a pretrained classifier on these images!



InceFJﬁon Score,

Inception score:
« Proposed by Salimans et al [2016]

« Use a Standard pretrained Classifier. (Inception Model)

« - We can thus estimate label distribution with this model:

pg(y|T) ~ fo(x)



InceFJﬁon Score,

Idea: Generated dataset should be well classified by a pretrained

N

F:ﬁ (CIZ‘) 7 Inception Model
mpg 110()]

Should be very picky
(fidelity)

classifier :
d.Est'it;na'tion (f)f|t29| < (y'CIZ
triput ~
istribution of labels (y) ~
Dy (y|5’3) S
<
\pg(y) -

Should be uniform
(diversity)




InceFJﬁon Score,

High KL divergence Medium KL divergence Low KL divergence Low KL divergence

LOIE uildl il 1]

Ideal situation

Generated images are Generated images are Generator lacks
not distinctly one not distinctly one diversity
label label
Label distribution
Marginal distribution Source:https://medium.com/octavian-ai/a-simple-explanation-of-the-inception-score-372dff6a8c7a

Should be uniform

(diversity)




IncePJf ion Score

Idea: Generated dataset should be well classified by a pretrained

classifier :
(pg (y|a:) _ f@ (Q;’) 7 Inception Model

Estimation of the <
distribution of labels

Do) ~ Eqmp, [fo()

I15(G) := exp(Egnp, [ K L(p(y|z)||p(y))])

Generated images




InceFJﬁon Score,

Observation: IS correlates well with performances.

Problems with IS:

. Depends on the weights O (different results with pytorch and TF)

pg(ylz) = fo(x)

2. Not reporting overfitting (repeating the train set would give great IS)
5. Only care about labels diversity (not about diversity within labels)

IS(G) := exp(EE

Cempy K L(p(y|2)||p(Y))])




\?réct\ejf IncePinon Disjrance,

Based on a different idea. If we assume:
Ldata ™ N(,ula Z1) and X fake ™ N(,u27 Z2)

Then we have a distance defined as:

d(pdata, Pg) :J\Ml — M2H§/+ ?T(Zl + 2o — 2(2122)1/22

i Y

Distance btw the means Distance btw the Covariances
(Can you see why?)



\:récl\ejr Ince,FJrion Disjrance,

Very important point

Mean and covariance in the feature space!!

What does it do:
o Un

Al Fréchet Inception Distance (FID)

We improve the Inception score for comparing the results of GANs [ 3]. The Inception score has the
disadvantage that it does not use the statistics of real world samples and compare it to the statistics
of synthetic samples. Let p(.) be the distribution of model samples and p,,(.) the distribution of
the samples from real world. The equality p(.) = p,,(.) holds except for a non-measurable set if
and only if [ p(.)f(x)
ol A\ oo d o[\ Lo Tl

e e
or cumulants, where f(z

unie rancuaons, ror |)lilL’llL’xll ICAsons wWo Ulll)" CONSIACT UIC TSt two p\)l’\‘ll()llllillh. HIAU IS, UIC HISUIWO
moments: mean and covariance. The Gaussian is the maximum entropy distribution for given mean
and covariance, therefc ssume the coding units to follow a multidimensional an. The
difference of two Gaussians is measured by the Fréchet distance [ 1] also known as erstein-2
distance [“%]. The Fréchet distance d(., .) between the Gaussian with mean and covariance (m, C)
obtained from p(.) and the Gaussian (m,,, C,,) obtained from p,,(.) is called the “Fréchet Inception
Distance” (FID), which is given by [ 1 7]:

d*((m,C),(m,,C,)) = |m —m,|3}+ Tr(C+C, — '.2((.,‘6‘“.)l !) . 7

ike IS, FID can detect intra-class mode dropping, i.e. a model

that generates only one image per class can score a perfect IS, but

will have a bad FID

Problems with FID

o Stillimpossible to detect overfitting withit.
« Not really a distance. (only a distance for Gaussians distributions)



Summar\\j mf e,Valuanion owf (Je,ne,ra* IVe Mo&els

.. Humanevaluation (there is always pictures in GANs papers)
a.  Pros: We like pretty picture and it is in some sense ‘close” to the final task
b. Cons: not a explicit value. (Hard to compare models that are close). Hard to
get a sense of the diversity. Not robust against cherry picking!
2. Evaluation with a classifier:

a. Pros: Reproducible metric

b.. _Depends on the classifier

c. Doesnot take into account generalization

d. Asingle number for fidelity vs. diversity [ Sajjadi et al. 2018]



Summarj mf e.valuajrion 01r Genera{ IVe Mocle,ls

.. Human evaluation (there is always pictures in GANs papers)
a.  Pros: We lik
b. Con@&

e”to the final task

are close). Hard to
get a sense of the diversity. Not robust against cherry picking!
2. Evaluation with a classifier:
a. Pros: Reproducible metric
b.  _Depends on the classifier
c. Does not take into account generalization

d. Asingle number for fidelity vs. diversity [ Sajjadi et al. 2018]



Pro\)le,ms for e,valuajr lon

-
—

a) Distribution generated by Model A

%

b) Distribution generated by Model B

Data ~ Mixture of
Gaussians




ProUe,ms Tror eva'uajf lon

What is the best model?
a) Model A

b) Model B

c) |donotknow.

b) Distribution generated by Model B

Data ~ Mixture of
CEVENERR




Are GANs Created Equal? A Large-Scale Study

Mario Lucic* Karol Kurach®* Marcin Michalski  Olivier Bousquet
Google Brain

Abstract

Generative adversarial networks (GAN) are a powerful subclass of generative
models. Despite a very rich research activity leading to numerous interesting
GAN algorithms, it is still very hard to as which algorithm(s) perform better
than others. We conduct a neutral, multi-faceted large-scale empirical study on
state-of-the art models and evaluation measures. We find that most models can
reach similar scores with enough hyperparameter optimization and random restarts.
This suggests that improvements can arise from a higher computational budget and
tuning more than fundamental algorithmic changes. To overcome some limitations
of the current metrics, we also propose several data sets on which precision and
recall can be computed. Our experimental results suggest that future GAN research
should be based on more systematic and objective evaluation procedures. Finally,
we did not find evidence that any of the tested algorithms consistently outperforms
the non-saturating GAN introduced in [9].




Ckallenjes owf a Yair Com[)arison

Which metric to use? Take: Use different ones.

Which hyperparameters? Take: cross validation?

Which random seed? Take: DO NOT optimize. Make several runs

Which dataset? Take: Use several ones.

Which budget? Take: Same budget for each method (not easy in practice)
Which Optimizer? Take: Fix it. But does not give the whole picture.

Which NN Architecture? Take: Fix it. But does not give the whole picture.



Dataset = MNIST Dataset = FASHION-MNIST Dataset = CIFAR10 Dataset = CELEBA
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Figure 4: A wide range hyperparameter search (100 hyperparameter samples per model). Black stars indicate
the performance of suggested hyperparameter settings. We observe that GAN training is extremely sensitive to
hyperparameter settings and there is no model which is significantly more stable than others.

We need to be very careful with GANs!!!




Tk Ay

e Be careful with pretty pictures.
e Several runs with several random seeds are important!

Is Most Published Research Wrong?
P IS MOST \ 2.7M views * 4 years ago
53 + '
UBLISHED = @ Veritasium &

RESEARCH
WRONG? Patreon supporters: Bryan Baker, Donal Botkin, Tony Fac
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Salimans, Tim, et al. "Improved techniques for training gans." arXiv (2016).

Sajjadi, Mehdi SM, et al. "Assessing generative models via precision and recall." NeurlPS 2018

Heusel, Martin, et al. "Gans trained by a two time-scale update rule converge to a local nash

equilibrium." NeurlPS 2018.

Barratt, Shane, and Rishi Sharma. "A note on the inception score." arXiv (2018).



