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Start Recording!



Reminclers

. Office Hours tomorrow with Adrien (12-1PM)
o Talks this Friday.



Rmre,re,nces 1for H\is |e,cjrure,=
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2. - Gidel, Géuth'ier, et al."Negative momentum for improved game dynamics." The 22nd International Conference on
Artificial Intelligence and Statistics. PMLR, 2019.

3. Azizian, Waiss, et al. "A tight and unified analysis of gradient—based methods for a whole spectrum of differentiable
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Varia{ional Inequalijfj Pe,rsFe,ch IVe

We only ‘care’ about the gradient-based updates, i.e., the vector field:

o VoL(0y, 1)
F(0, 1) = <_V€¢£(9t?090t)>

Previous plots. We represented the joint space (6, ¢y )
More compact formalism:

Wt = (9t7¢t)




VariaJr ional Inequalijfj Pe,rsFe,cjr IVe

Goal: Find a stationary point of the vector field:

Fw*) =0

In zero sum game: Equivalent to find a point with 0 gradient for each player

If the game is convex concave: equivalent to find a Nash!




(Jraclie,njf Bcsccn‘|' Me} l\ocl

Update rule:
Wit+1 — Wt — nF(wt)

What we will look at:

wt_w* 2

Arbitrary norm !!!




SFe,chral Analjsis

wt —w” = n(F(wy) — F(w))|]
wi —w - —NVFE(W")(ws —w*)||
L = 0V P @)l — |

~

Matrix norm induced by ||

|lwi g1 — w7

2Ny L

S Ha = nVEW?)|lllws —w?|



Classi(‘,al ReSuH on Majfrh( Norm an& SFechral Raclius

We have:

lwip1 = W] S {Ha = nVE (W) |l[lws — w7

For any matrix A, there exists a norm such that:

|All = p(A) == sup{|A] : A € Sp(A)}

Thus:

Jwert — w*|| S p(Ia — nVF(W*))

lwi — w7



SPechra| Raclius anA Norm

Questions (Bo Wen Peng and Martin Dalaire): How do we prove this
|A[| = p(A) == sup{|A] : A € Sp(A)}

|dea:

k
| A%||57F — p(A)



o

Tngmm B )

-Theorem: | P |
1 Ifg<1thenforany e>0, there exists a constant C such that for:

> I




Conclusion

Connection between:

« convergence (numerical analysis)and
« eigenvalues (spectral analysis)

Quantity of interest:

pla —nVE(w™)) = max{|1l — nA|

N

This has to be
smaller than 1

Spectral radius

. A € Sp(VF(w*)}

v

Jacobian of the
Vector Field at
the optimum




Firs{ icle,a
11— Al =1—2nR\) + n*|A]°
~ 1 —2nk(\)

For a small step size

Strongly Convex function: Positive Hessian.

This: Generalization-of (strong) convexity for games

Reminder: We want this quantity to be < 1!!!!

/

Conclusion: We need J2(A) > 0, VA € Sp(VF(w™))




Vicialization

\ | ; Goal: Move all the - inside the blue circle
. (norm =1)

Fact: with n small enough it will happen.

Figure from Mescheder, et al 2018




H\re,e, se,st owf eigenmlues*

Example Example 2 Example 3




Interpretation: The convergence
rate is given by the radius of the red
circle.

Problem: for each matrix,
we need to find the best step size N




SFecial case’ (7rao\ie,njr De,sce,njf

Gradient Descent:

VE(w) = Vig(w)

Symmetric matrix => real eigenvalues !!




H\e,ore,m {‘or gra&ienjf De,sce,njr

Problem: find that optimal n

min max |1 — n\;|”
n 1<i<n




\_e,cjrure, on OFJrimizaJrion

V: Strongly'convex-énd Lipschitz funct-ion: (numerical proof)

| Condition number: The quantity of interest
for convergence speed.




Nl\\tj are jame,s more cl\a”e,njinj Jfo 0F+ imize (an& anal\tjze)?

Imaginary (games) vs Real
eigenvalues (minimization)




Theorem

Theorem 3. Let w* be a stationary point of v and
denote by o* the spectrum of Vv(w*). If the eigenvalues
of Vu(w™) all have positive real parts, then

(i). (Gidel et al., 2019b) For n = minyeqo+ R(1/N), the
spectral radius of F,, can be upper-bounded as

2 . .
< 1— min £(1/A) min R(A).
¢ =T FUN AR

(it). For all n > 0, the spectral radius of the gradient
operator F, at w* is lower bounded by

2 . .
>1-4 (1 : .
¢ 2l




Injfuijfion’

p(lg—n"F(w*)) ~1— min 3?(1/)\i2{11i1n\§iﬁ()\i2

Equivalent of 1/L Equivalent of \mu

(M)




Conclusion

We have powerful tool to analyze Iocal convergence of games using
spectral analysis.

The bian of
the
For

, al
eigenvalues). | , ,
The (sufficient) condition for local convergence was to have only
e|genvalues with positive real part.



